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Over the last one and a half decades, digital video compression
technologies have become an integral part of the way we create,
communicate, and consume visual information. In this paper,
techniques for video compression are reviewed, starting from
basic concepts. The rate-distortion performance of modern video
compression schemes is the result of an interaction between motion
representation techniques, intra-picture prediction techniques,
waveform coding of differences, and waveform coding of various
refreshed regions. The paper starts with an explanation of the basic
concepts of video codec design and then explains how these various
features have been integrated into international standards, up to
and including the most recent such standard, known as H.264/AVC.
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I. INTRODUCTION

Digital video communication can be found today in many
application scenarios, such as:

• broadcast, subscription, and pay-per-view services
over satellite, cable, and terrestrial transmission chan-
nels (e.g., using H.222.0 MPEG-2 systems [1]);

• wire-line and wireless real-time conversational ser-
vices (e.g., using H.32x [2]–[4] or Session Initiation
Protocol (SIP) [5]);

• Internet or local area network (LAN) video streaming
(using Real-Time Protocol/Internet Protocol (RTP/IP)
[6]);

• storage formats (e.g., digital versatile disk (DVD), dig-
ital camcorders, and personal video recorders).

The basic communication problem may be posed as con-
veying source data with the highest fidelity possible within
an available bit rate, or it may be posed as conveying the
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source data using the lowest bit rate possible while main-
taining a specified reproduction fidelity [7]. In either case, a
fundamental tradeoff is made between bit rate and fidelity.
The ability of a source coding system to make this tradeoff
well is called its coding efficiency or rate-distortion perfor-
mance, and the coding system itself is referred to as a codec
(i.e., a system comprising a coder and a decoder).

Thus, video codecs are primarily characterized in terms of:

• Throughput of the channel: a characteristic influenced
by the transmission channel bit rate and the amount of
protocol and error-correction coding overhead incurred
by the transmission system.

• Distortion of the decoded video: distortion is primarily
induced by the video codec and by channel errors in-
troduced in the path to the video decoder.

However, in practical video transmission systems the fol-
lowing additional issues must be considered as well.

• Delay (startup latency and end-to-end delay): Delay
characteristics are influenced by many parameters, in-
cluding processing delay, buffering, structural delays of
video and channel codecs, and the speed at which data
are conveyed through the transmission channel.

• Complexity (in terms of computation, memory capacity,
and memory access requirements). The complexity of
the video codec, protocol stacks, and network.

Hence, the practical source coding design problem is
posed as follows: given a maximum allowed delay and a
maximum allowed complexity, achieve an optimal tradeoff
between bit rate and distortion for the range of network
environments envisioned in the scope of the applications.

The various application scenarios of video communica-
tion show very different optimum working points, and these
working points have shifted over time as the constraints on
complexity have been eased by Moore’s law and as higher
bit-rate channels have become available. In this paper, we ex-
amine the video codec design problem and the evolution of
its solutions up to the latest international standard known as
H.264 or MPEG-4 Advanced Video Coding (H.264/AVC).
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II. VIDEO SOURCE CODING BASICS

A digital image or a frame of digital video typically con-
sists of three rectangular arrays of integer-valued samples,
one array for each of the three components of a tristimulus
color representation for the spatial area represented in the
image. Video coding often uses a color representation having
three components called Y, Cb, and Cr. Component Y is
called luma and represents brightness. The two chroma com-
ponents Cb and Cr represent the extent to which the color
deviates from gray toward blue and red, respectively.1 Be-
cause the human visual system is more sensitive to luma
than chroma, often a sampling structure is used in which the
chroma component arrays each have only one-fourth as many
samples as the corresponding luma component array (half the
number of samples in both the horizontal and vertical dimen-
sions). This is called 4:2:0 sampling. The amplitude of each
component is typically represented with 8 b of precision per
sample for consumer-quality video.

The two basic video formats are progressive and inter-
laced. A frame array of video samples can be considered to
contain two interleaved fields, a top field and a bottom field.
The top field contains the even-numbered rows

(with 0 being top row number for a frame and being
its total number of rows), and the bottom field contains the
odd-numbered rows (starting with the second
row of the frame). When interlacing is used, rather than cap-
turing the entire frame at each sampling time, only one of
the two fields is captured. Thus, two sampling periods are
required to capture each full frame of video. We will use the
term picture to refer to either a frame or field. If the two fields
of a frame are captured at different time instants, the frame is
referred to as an interlaced frame, and otherwise it is referred
to as a progressive frame.

Techniques for digital compression for many applications
can typically be classified as follows.

• Prediction: A process by which a set of prediction
values is created (often based in part on an indication
sent by an encoder of how to form the prediction
based on analysis of the input samples and the types of
prediction that can be selected in the system design)
that is used to predict the values of the input samples
so that the values that need to be represented become
only the (typically easier to encode) differences from
the predicted values, such differences being called the
residual values.

• Transformation: A process (also referred to as sub-
band decomposition) that is closely related to predic-
tion, consisting of forming a new set of samples from
a combination of input samples, often using a linear
combination. Simplistically speaking, a transformation
can prevent the need to repeatedly represent similar
values and can capture the essence of the input signal by
using frequency analysis. A typical benefit of transfor-

1The terms luma and chroma are used here (and in H.264/AVC) rather
than the terms luminance and chrominance, in order to avoid the implication
of the use of linear light transfer characteristics that is often associated with
the other terms.

mation is a reduction in the statistical correlation of the
input samples, so that the most relevant aspects of the
set of input samples are typically concentrated into a
small number of variables. Two well-known examples
of transformation are the Karhunen-Loève transform
(KLT), which is an optimal decorrelator, and the dis-
crete cosine transform (DCT), which has performance
close to that of a KLT when applied to highly correlated
auto-regressive sources.

• Quantization: A process by which the precision used
for the representation of a sample value (or a group of
sample values) is reduced in order to reduce the amount
of data needed to encode the representation. Such a
process is directly analogous to intuitively well-under-
stood concepts such as the rounding off of less signif-
icant digits when writing the value of some statistic.
Often the rounding precision is controlled by a step
size that specifies the smallest representable value in-
crement. Among the techniques listed here for com-
pression, quantization is typically the only one that is
inherently noninvertible—that is, quantization involves
some form of many-to-few mapping that inherently in-
volves some loss of fidelity. The challenge is to min-
imize that loss of fidelity in relation to some relevant
method of measuring distortion.

• Entropy coding: A process by which discrete-valued
source symbols are represented in a manner that takes
advantage of the relative probabilities of the various
possible values of each source symbol. A well-known
type of entropy code is the variable-length code
(VLC), which involves establishing a tree-structured
code table that uses short binary strings to represent
symbol values that are highly likely to occur and
longer binary strings to represent less likely symbol
values. The best-known method of designing VLCs
is the well-known Huffman code method, which pro-
duces an optimal VLC. A somewhat less well-known
method of entropy coding that can typically be more
optimal than VLC coding and can also be more easily
designed to adapt to varying symbol statistics is the
newer technique referred to as arithmetic coding.

One way of compressing video is simply to compress
each picture separately. This is how much of the compres-
sion research started in the mid-1960s [9], [10]. Today, the
most prevalent syntax for such use is JPEG (-1992) [11].
The most common “baseline” JPEG scheme consists of
segmenting the picture arrays into equal-size blocks of 8 8
samples each. These blocks are transformed by a DCT [12],
and the DCT coefficients are then quantized and transmitted
using variable-length codes. We refer to this kind of coding
scheme as intra-picture or Intra coding, since the picture is
coded without referring to other pictures in a video sequence.
In fact, such Intra coding (often called motion JPEG) is in
common use for video coding today in production-quality
editing systems.

However, improved compression performance can be
achieved by taking advantage of the large amount of tem-
poral redundancy in video content. This was recognized at
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least as long ago as 1929 [13]. Usually, much of the depicted
scene is essentially just repeated in picture after picture
without any significant change, so video can be represented
more efficiently by sending only the changes in the video
scene rather than coding all regions repeatedly. We refer to
such techniques as inter-picture or Inter coding. This ability
to use temporal redundancy to improve coding efficiency is
what fundamentally distinguishes video compression from
the Intra compression exemplified by JPEG standards. A
historical analysis of video coding can be found in [14].

A simple method of improving compression by coding
only the changes in a video scene is called conditional re-
plenishment (CR) [15], and it was the only temporal redun-
dancy reduction method used in the first version of the first
digital video coding international standard, ITU-T Recom-
mendation H.120 [16]. CR coding consists of sending signals
to indicate which areas of a picture can just be repeated, and
sending new information to replace the changed areas. Thus,
CR allows a choice between one of two modes of represen-
tation for each area, which we call Skip and Intra. However,
CR has a significant shortcoming, which is its inability to re-
fine the approximation given by a repetition.

Often the content of an area of a prior picture can be a
good starting approximation for the corresponding area in a
new picture, but this approximation could benefit from some
minor alteration to make it a better representation. Adding
a third type of “prediction mode,” in which a refinement
difference approximation can be sent, results in a further
improvement of compression performance—leading to the
basic design of modern hybrid codecs (using a term coined
by Habibi [17] with a somewhat different original meaning).
The naming of these codecs refers to their construction as a
hybrid of two redundancy reduction techniques—using both
prediction and transformation. In modern hybrid codecs, re-
gions can be predicted using inter-picture prediction, and a
spatial frequency transform is applied to the refinement re-
gions and the Intra-coded regions. The modern basic struc-
ture was first standardized in ITU-T Recommendation H.261
[18], and is used very similarly in its successors MPEG-1
[19], H.262 MPEG-2 [20], H.263 [21], MPEG-4 Part 2 Vi-
sual [22], and H.264/AVC [23].

One concept for the exploitation of statistical temporal de-
pendencies that was missing in the first version of H.120
[16] and in [17] was motion-compensated prediction (MCP).
MCP dates to the early 1970s [24], and the way it is used in
modern video coding standards [18]–[23] was first widely
published in [25]. MCP can be motivated as follows. Most
changes in video content are typically due to the motion of
objects in the depicted scene relative to the imaging plane,
and a small amount of motion can result in large differences
in the values of the samples in a picture, especially near the
edges of objects. Often, predicting an area of the current pic-
ture from a region of the previous picture that is displaced by
a few samples in spatial location can significantly reduce the
need for a refining difference approximation. This use of spa-
tial displacement motion vectors (MVs) to form a prediction
is known as motion compensation (MC), and the encoder’s
search for the best MVs to use is known as motion estima-

tion (ME). The coding of the resulting difference signal for
the refinement of the MCP is known as MCP residual coding.

It should be noted that the subsequent improvement of
MCP techniques has been the major reason for coding ef-
ficiency improvements achieved by modern standards when
comparing them from generation to generation. The price for
the use of MCP in ever more sophisticated ways is a major
increase in complexity requirements. The primary steps for-
ward in MCP that found their way into the H.264/AVC stan-
dard were as follows.

• Fractional-sample-accurate MCP [26]. This term
refers to the use of spatial displacement MV values
that have more than integer precision, thus requiring
the use of interpolation when performing MCP. A
theoretical motivation for this can be found in [27]
and [28]. Intuitive reasons include having a more ac-
curate motion representation and greater flexibility in
prediction filtering (as full-sample, half-sample, and
quarter-sample interpolators provide different degrees
of low-pass filtering which are chosen automatically
in the ME process). Half-sample-accuracy MCP was
considered even during the design of H.261 but was not
included due to the complexity limits of the time. Later,
as processing power increased and algorithm designs
improved, video codec standards increased the preci-
sion of MV support from full-sample to half-sample
(in MPEG-1, MPEG-2, and H.263) to quarter-sample
(for luma in MPEG-4’s advanced simple profile and
H.264/AVC) and beyond (with eighth-sample accuracy
used for chroma in H.264/AVC).

• MVs over picture boundaries [29], first standardized in
H.263. The approach solves the problem for motion
representation for samples at the boundary of a pic-
ture by extrapolating the reference picture. The most
common method is just to replicate the boundary sam-
ples for extrapolation.

• Bipredictive MCP [30], i.e., the averaging of two
MCP signals. One prediction signal has typically been
formed from a picture in the temporal future with the
other formed from the past relative to the picture being
predicted (hence, it has often been called bidirectional
MCP). Bipredictive MCP was first put in a standard
in MPEG-1, and it has been present in all other suc-
ceeding standards. Intuitively, such bipredictive MCP
particularly helps when the scene contains uncovered
regions or smooth and consistent motion.

• Variable block size MCP [31], i.e., the ability to select
the size of the region (ordinarily a rectangular block-
shaped region) associated with each MV for MCP. In-
tuitively, this provides the ability to effectively trade off
the accuracy of the motion field representation with the
number of bits needed for representing MVs [41].

• Multipicture MCP [36], [37], i.e., MCP using more
than just one or two previous decoded pictures. This al-
lows the exploitation of long-term statistical dependen-
cies in video sequences, as found with backgrounds,
scene cuts, and sampling aliasing.
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Fig. 1. Hybrid video encoder (especially for H.264/AVC).

• Multihypothesis and weighted MCP [32]–[35], i.e., the
concept of linearly superimposed MCP signals. This
can be exploited in various ways, such as overlapped
block MC as in [32] and [33] (which is in H.263 but not
H.264/AVC) and conventional bidirectional MCP. The
combination of bidirectional MCP, multipicture MCP,
and linearly weighted MCP can lead to a unified gen-
eralization [34] as found in H.264/AVC. Even the in-
terpolation process of fractional-sample-accurate MCP
is a special case of multihypothesis MCP, as it uses a
linear superposition of MCP signals from multiple in-
teger MV offsets.

Natural video contains a wide variety of content with dif-
ferent statistical behavior, even from region to region within
the same picture. Therefore, a consistent strategy for im-
proving coding efficiency has been to add coding modes to
locally adapt the processing for each individual part of each
picture. Fig. 1 shows an example encoder for modern video
coding standards [18]–[23].

In summary, a hybrid video encoding algorithm typically
proceeds as follows. Each picture is split into blocks. The first
picture of a video sequence (or for a “clean” random access
point into a video sequence) is typically coded in Intra mode
(which typically uses some prediction from region to region
within the picture but has no dependence on other pictures).
For all remaining pictures of a sequence or between random
access points, typically inter-picture coding modes are used
for most blocks. The encoding process for Inter prediction
(ME) consists of choosing motion data comprising the se-
lected reference picture and MV to be applied for all samples
of each block. The motion and mode decision data, which are
transmitted as side information, are used by the encoder and
decoder to generate identical Inter prediction signals using
MC.

The residual of the Intra or Inter prediction, which is the
difference between the original block and its prediction, is
transformed by a frequency transform. The transform coef-

ficients are then scaled, quantized, entropy coded, and trans-
mitted together with the prediction side information.

The encoder duplicates the decoder processing so that
both will generate identical predictions for subsequent data.
Therefore, the quantized transform coefficients are con-
structed by inverse scaling and are then inverse transformed
to duplicate the decoded prediction residual. The residual
is then added to the prediction, and the result of that ad-
dition may then be fed into a deblocking filter to smooth
out block-edge discontinuities induced by the block-wise
processing. The final picture (which is also displayed by
the decoder) is then stored for the prediction of subsequent
encoded pictures. In general, the order of the encoding
or decoding processing of pictures often differs from the
order in which they arrive from the source, necessitating a
distinction between the decoding order and the output order
for a decoder.

The design and operation of an encoder involves the
optimization of many decisions to achieve the best possible
tradeoff between rate and distortion given the constraints
on delay and complexity. There has been a large amount of
work on this optimization problem. One particular focus has
been on Lagrangian optimization methods [38]–[40]. Some
studies have developed advanced encoder optimization
strategies with little regard for encoding complexity (e.g.,
[41]–[51]), while others have focused on how to achieve a
reduction in complexity while losing as little as possible in
rate-distortion performance.

Above we have described the major technical features
of a modern video coder. An example of the effectiveness
of these features and the dependence of this effectiveness
on video content is shown in Fig. 2. The plot shows per-
formance for a sequence known as Foreman, with heavy
object motion and an unstable hand-held moving camera.
The sequence was encoded in common intermediate format
(CIF) resolution (352 288 in luma with 4:2:0 sampling) at
15 frames/s, using well-optimized H.263 and MPEG-4 part

SULLIVAN AND WIEGAND: VIDEO COMPRESSION—FROM CONCEPTS TO THE H.264/AVC STANDARD 21



Fig. 2. Effectiveness of basic technical features.

2 video encoders (using optimization methods described
in [51]). H.263 and MPEG-4 part 2 use 8 8 DCT-based
residual coding and (as with all other standards starting with
H.261) 16 16 prediction mode regions called macroblocks.

Gains in performance can be seen in Fig. 2 when adding
various enhanced Inter coding modes to the encoder.

Case 1) The performance achieved by spatial-transform
Intra coding only (e.g., as in JPEG coding).

Case 2) Adding Skip mode to form a CR coder.
Case 3) Adding residual difference coding, but with only

zero-valued MVs.
Case 4) Adding integer-precision MC with blocks of size

16 16 luma samples.
Case 5) Adding half-sample-precision MC.
Case 6) Allowing some 16 16 regions to be split into

four blocks of 8 8 luma samples each for MC.
Case 7) Increasing MV precision to quarter-sample.
The addition of more and more such cases must be done

carefully, or the complexity of selecting among them and
the amount of coded data necessary indicate that selection
could exceed the benefit of having more choices available.
The amount of benefit for each technique will also vary dra-
matically for different video scene content.

III. VIDEO TRANSMISSION OVER ERROR-PRONE CHANNELS

In many cases, the errors of transmission channels can
be efficiently corrected by classical channel coding methods
such as forward error correction (FEC) and automatic re-
peat request (ARQ) or a mixture of them. This is achieved
at the cost of reduced throughput and increased delay. Ap-
plications that typically fall into this category are broadcast,
streaming, and video mail, and most of the problems related
to error-prone transmission channels do not affect the design
of video codecs for these applications.

However, these channel coding techniques sometimes re-
quire too much of a reduction in data throughput from the
transmission channel and add too much delay to provide a
negligible bit-error and packet-loss rate for some applica-
tions. Examples are video conferencing with its demanding
delay requirements, slow fading mobile channels, congested
Internet routers, and broadcast with varying coverage. There-
fore, some amount of data losses or residual errors must often
be tolerated.

Fig. 3. Scope of video coding standardization.

However, when MCP is used in a hybrid video codec, data
losses can cause the reference pictures stored at the encoder
and decoder to differ in that the encoder’s reference storage
contains the transmitted video pictures while the decoder’s
reference storage contains corrupted or concealed content for
the parts of the pictures that are affected by the errors. MCP
can then cause the error to propagate to many subsequently
decoded pictures. Because errors remain visible for much
longer than a single picture display period, the resulting ar-
tifacts are particularly annoying to viewers. Quick recovery
can only be achieved when picture regions are encoded in
Intra mode or when Inter prediction is modified to ensure
that no reference is made to the parts of the reference pic-
tures that differ.

The bitstream and its transport layer must provide frequent
access points at which a decoder can restart its decoding
process after some loss or corruption, and it can also be ben-
eficial to separate more important data (such as header in-
formation, prediction modes, MVs, and Intra data) from less
important data (such as the fine details of the Inter predic-
tion residual representation) in the bitstream so that the more
important data can still be decoded when some of the less
important data has been lost. Providing greater protection
against losses of the more important parts of the data can also
be beneficial.

Work in this area often focuses on modifying syntax
and encoder operation to minimize error propagation, or
improving the decoder’s ability to conceal errors. Recently,
there has also been some work on changing the basic struc-
ture of a low-delay video codec to using distributed coding
(reviewed in [52]). Approaches to modify encoder operation
either concentrate on the use of Intra coding (e.g., [53]–[57])
or modify MCP in Inter coding (e.g., [58]–[63]) or both
(e.g., [37], [64]). Methods to improve error concealment
at the decoder have included approaches with and without
dedicated side information (e.g., see [65]–[68]).

IV. VIDEO CODING STANDARDS

A typical video processing chain (excluding the transport
or storage of the video signal) and the scope of the video
coding standardization are depicted in Fig. 3. For all ITU-T
and ISO/IEC JTC 1 video coding standards, only the cen-
tral decoder is standardized. The standard defines a specific
bitstream syntax, imposes very limited constraints on the
values of that syntax, and defines a limited-scope decoding
process. The intent is for every decoder that conforms to the
standard to produce similar output when given a bitstream
that conforms to the specified constraints. Thus, these video
coding standards are written primarily only to ensure interop-
erability (and syntax capability), not to ensure quality. This
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limitation of scope permits maximal freedom to optimize
the design of each specific product (balancing compression
quality, implementation cost, time to market, etc.). It pro-
vides no guarantees of end-to-end reproduction quality, as
it allows even crude encoding methods to be considered in
conformance with the standard.

V. H.264/AVC VIDEO CODING STANDARD

To address the requirement of flexibility and customiz-
ability to various applications, the H.264/AVC [23], [69] de-
sign covers a video coding layer (VCL), which is designed
to efficiently represent the video content, and a network ab-
straction layer (NAL), which formats the VCL representation
of the video and provides header information to package that
data for network transport.

A. H.264/AVC NAL

The NAL is designed to enable simple and effective cus-
tomization of the use of the VCL for a broad variety of sys-
tems. The full degree of customization of the video content
to fit the needs of each particular application is outside the
scope of the H.264/AVC standard itself, but the design of the
NAL anticipates a variety of such mappings.

Some key building blocks of the NAL design are NAL
units, parameter sets, and access units. A short description
of these concepts is given below, with more detail including
error resilience aspects provided in [70] and [71].

1) NAL Units: The coded video data is organized into
NAL units, each of which is effectively a packet that con-
tains an integer number of bytes. The first byte of each NAL
unit is a header byte that contains an indication of the type of
data in the NAL unit, and the remaining bytes contain pay-
load data of the type indicated by the header.

Some systems (e.g., H.320 and H.222.0 MPEG-2 sys-
tems) require delivery of the entire or partial stream of NAL
units as an ordered stream of bytes or bits. For use in such
systems, H.264/AVC specifies a byte stream format, where
each NAL unit is prefixed by a specific pattern of three bytes
called a start code prefix which can be uniquely identified in
the byte stream. A finite-state machine prevents accidental
emulation of start code prefixes. In other systems (e.g.,
RTP/IP systems), the coded data is carried in packets that are
framed by the system transport protocol, and identification
of the boundaries of NAL units within the transport packets
can be established without use of start code prefix patterns.

There are two classes of NAL units, called VCL and
non-VCL NAL units. The VCL NAL units contain the data
that represents the values of the samples in the video pic-
tures, and the non-VCL NAL units contain all other related
information such as parameter sets (important header data
that can apply to a large number of VCL NAL units) and
supplemental enhancement information (timing information
and other supplemental data that may enhance usability of
the decoded video signal but are not necessary for decoding
the values of the samples in the video pictures).

2) Parameter Sets: A parameter set contains important
header information that can apply to a large number of VCL
NAL units. There are two types of parameter sets:

Fig. 4. Parameter set use with reliable “out-of-band” parameter
set exchange.

• sequence parameter sets, which apply to a series of con-
secutive coded video pictures;

• picture parameter sets, which apply to the decoding of
one or more individual pictures.

Key VCL NAL units for a picture each contain an identifier
that refers to the content of the relevant picture parameter
set, and each picture parameter set contains an identifier that
refers to the relevant sequence parameter set. In this manner,
a small amount of data (the identifier) can be used to establish
a larger amount of information (the parameter set) without
repeating that information within each VCL NAL unit.

The sequence and picture parameter set mechanism decou-
ples the transmission of infrequently changing information
from the transmission of coded representations of the values
of the samples in the video pictures. This design for extra
robustness for parameter sets is especially important, as the
loss of certain syntax elements can have a catastrophic im-
pact on the ability to decode the video.

Sequence and picture parameter sets can be sent well
ahead of the VCL NAL units that they apply to, and can
be repeated to provide robustness against data loss. In
some applications, parameter sets may be sent within the
channel that carries the VCL NAL units (termed “in-band”
transmission). In other applications (see Fig. 4) it can be
advantageous to convey the parameter sets “out-of-band”
using a more reliable transport mechanism.

3) Access Units: The set of VCL and non-VCL NAL
units that is associated with a single decoded picture is
referred to as an access unit. The access unit contains all
macroblocks of the picture, possibly some redundant ap-
proximations of some parts of the picture for error resilience
purposes (referred to as redundant slices), and other supple-
mental information associated with the picture.
B. H.264/AVC VCL

As in all prior ITU-T and ISO/IEC JTC 1 video stan-
dards since H.261 [18], the VCL design follows the so-called
block-based hybrid video coding approach (as depicted in
Fig. 1). There is no single coding element in the VCL that
provides the majority of the significant improvement in com-
pression efficiency in relation to prior video coding stan-
dards. It is rather a plurality of smaller improvements that
add up to the significant gain. A more detailed description of
the VCL design is given below.

1) Macroblocks, Slices, and Slice Groups: A coded
video sequence in H.264/AVC consists of a sequence of
coded pictures. Each picture is partitioned into fixed size
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Fig. 5. Subdivision of a picture into slices (when not using FMO).

macroblocks that each contain a rectangular picture area
of 16 16 samples for the luma component and the corre-
sponding 8 8 sample regions for each of the two chroma
components. Macroblocks are the basic building blocks
for which the decoding process is specified. The luma and
chroma samples of a macroblock are predicted—either spa-
tially or temporally—and the resulting prediction residual is
transmitted using transform coding. Each color component
of the residual is subdivided into blocks, each block is
transformed using an integer transform, and the transform
coefficients are quantized and entropy coded.

The macroblocks of the picture are organized into slices,
which represent regions of a given picture that can be
decoded independently. Each slice is a sequence of mac-
roblocks that is processed in the order of a raster scan, i.e.,
a scan from top-left to bottom-right, (although they are not
necessarily always consecutive in the raster scan, as de-
scribed below for the flexible macroblock ordering (FMO)
feature). A picture may contain one or more slices (for
example, as shown in Fig. 5). Each slice is self-contained,
in the sense that, given the active sequence and picture
parameter sets, its syntax elements can be parsed from the
bitstream and the values of the samples in the area of the
picture that the slice represents can basically be decoded
without use of data from other slices of the picture (provided
that all previously decoded reference pictures are identical
at encoder and decoder for use in MCP). However, for
completely exact decoding, some information from other
slices may be needed in order to apply the deblocking filter
across slice boundaries. Slices can be used for:

• error resilience, as the partitioning of the picture al-
lows spatial concealment within the picture and as the
start of each slice provides a resynchronization point at
which the decoding process can be reinitialized;

• creating well-segmented payloads for packets that fit
the maximum transfer unit (MTU) size of a network
(e.g., MTU size is 1500 B for Ethernet);

• parallel processing, as each slice can be encoded and
decoded independently of the other slices of the picture.

The error resilience aspect of slices can be further en-
hanced (among other uses) through the use of the FMO tech-
nique, which modifies the way macroblocks are associated
with slices. Using FMO, a picture can be split into many
macroblock scanning patterns such as interleaved slices, a
dispersed macroblock allocation, one or more “foreground”
slice groups and a “leftover” slice group, or a checkerboard

mapping. For more details on the use of FMO, see [70]; con-
cealment techniques for FMO are exemplified in [71].

Since each slice of a picture can be decoded independently
of the others, no specific ordering of the decoding for the
various slices of a picture is strictly necessary. This gives
rise to a concept closely related to FMO that can be used for
loss robustness and delay reduction, which is arbitrary slice
ordering (ASO). When ASO is in use, the slices of a picture
can be in any relative order in the bitstream, and when it is
not, the slices must be ordered such that the first macroblock
in each subsequent slice is increasing in the order of a raster
scan within the picture.

Loss robustness can also be enhanced by separating more
important data (such as macroblock types and MV values)
from less important data (such as inter residual transform co-
efficient values) and reflecting data dependencies and impor-
tance by using separate NAL unit packets for data of different
categories. This is referred to as data partitioning.

Further loss robustness can be provided by sending du-
plicative coded representations of some or all parts of the
picture. These are referred to as redundant slices.

2) Slice Types: There are five fundamental slice types.

• I slice: A slice in which all macroblocks of the slice are
coded using Intra prediction.

• P slice: In addition to the coding types of the I slice,
macroblocks of a P slice can also be coded using Inter
prediction with at most one MCP signal per block.

• B slice: In addition to the coding types available in a P
slice, macroblocks of a B slice can also be coded using
Inter prediction with two MCP signals per prediction
block that are combined using a weighted average.

• SP slice: A so-called switching P slice that is coded
such that efficient and exact switching between dif-
ferent video streams (or efficient jumping from place to
place within a single stream) becomes possible without
the large number of bits needed for an I slice.

• SI slice: A so-called switching I slice that allows an
exact match with an SP slice for random access or error
recovery purposes, while using only Intra prediction.

The first three slice types listed above are very similar to
coding methods used in previous standards, with the excep-
tion of the use of reference pictures as described below. The
other two types are new. For details on the novel concept of
SP and SI slices, the reader is referred to [72]; the other slice
types are further described below.

3) Intra-Picture Prediction: In all slice-coding types,
two primary types of Intra coding are supported: Intra 4 4
and Intra 16 16 prediction. Chroma Intra prediction is the
same in both cases. A third type of Intra coding, called
I PCM, is also provided for use in unusual situations.

The Intra 4 4 mode is based on predicting each 4 4
luma block separately and is well suited for coding of parts
of a picture with significant detail. The Intra 16 16 mode,
on the other hand, does prediction and residual coding on the
entire 16 16 luma block and is more suited for coding very
smooth areas of a picture. In addition to these two types of
luma prediction, a separate chroma prediction is conducted.
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Fig. 6. Left: Intra 4�4 prediction is conducted for samples a-p
using samples A-M. Right: Eight selectable “prediction directions”
for Intra 4�4.

In contrast to previous video coding standards (especially
H.263 and MPEG-4 Visual), where Intra prediction has
been conducted in the transform domain, Intra prediction
in H.264/AVC is always conducted in the spatial domain,
by referring to neighboring samples of previously decoded
blocks that are to the left and/or above the block to be
predicted. Since this can result in spatio-temporal error
propagation when Inter prediction has been used for neigh-
boring macroblocks, a constrained Intra coding mode can
alternatively be selected that allows prediction only from
Intra-coded neighboring macroblocks.

In Intra 4 4 mode, each 4 4 luma block is predicted
from spatially neighboring samples as illustrated on the
left-hand side of Fig. 6. The 16 samples of the 4 4 block,
marked a–p, are predicted using position-specific linear
combinations of previously decoded samples, marked A–M,
from adjacent blocks. The encoder can select either “DC”
prediction (called mode 2, where an average value is used
to predict the entire block) or one of eight directional pre-
diction types illustrated on the right-hand side of Fig. 6. The
directional modes are designed to model object edges at
various angles.

In Intra 16 16 mode, the whole 16 16 luma component
of the macroblock is predicted at once, and only four pre-
diction modes are supported: vertical, horizontal, DC, and
plane. The first three are similar to the modes in Intra 4 4
prediction except for increasing the number of samples to re-
flect the larger block size. Plane prediction uses position-spe-
cific linear combinations that effectively model the predicted
block as a plane with an approximate fit for the horizontal
and vertical variation along the block edges.

The chroma samples of an Intra macroblock are predicted
using similar prediction techniques as for the luma compo-
nent in Intra 16 16 macroblocks.

For the I PCM Intra macroblock type, no prediction is per-
formed and the raw values of the samples are simply sent
without compression. This mode is primarily included for de-
coder implementation reasons, as it ensures that the number
of bits needed for any macroblock will never need to be much
larger than the size of an uncompressed macroblock, regard-
less of the quantization step size and the values of the par-
ticular macroblock samples. As a side benefit, it also enables
lossless coding of selected regions.

4) Inter-Picture Prediction: Inter-Picture Prediction
in P Slices: Various “predictive” or motion-compensated
coding types are specified as P macroblock types. P mac-
roblocks can be partitioned into smaller regions for MCP

Fig. 7. Segmentations of the macroblock for MC. Top:
segmentation of macroblocks, bottom: segmentation of
8� 8 partitions.

Fig. 8. Multipicture MCP. In addition to the MV, reference
indexes (�) are transmitted. The concept is similarly extended
for B slices.

with luma block sizes of 16 16, 16 8, 8 16, and 8 8
samples. When 8 8 macroblock partitioning is chosen,
an additional syntax element is transmitted for each 8 8
partition, which specifies whether the 8 8 partition is
further partitioned into smaller regions of 8 4, 4 8, or
4 4 luma samples and corresponding chroma samples
(see Fig. 7). The prediction signal for each predictive-coded

luma block is obtained by MC, which is specified
by a translational MV and a picture reference index. The
syntax allows MVs to point over picture boundaries.

The accuracy of MC is in units of one-quarter of the hori-
zontal or vertical distance between luma samples. If the MV
points to an integer-sample position, the prediction signal
consists of the corresponding samples of the reference pic-
ture; otherwise, the corresponding sample is obtained using
interpolation. The prediction values at half-sample positions
are obtained by applying a one-dimensional six-tap finite im-
pulse response (FIR) filter horizontally and/or vertically. Pre-
diction values at quarter-sample positions are generated by
averaging two samples at integer- and half-sample positions.
For further analysis, refer to [73].

The MV values are differentially coded using either me-
dian or directional prediction from neighboring blocks. No
MV value prediction (or any other form of prediction) takes
place across slice boundaries.

The syntax supports multipicture MCP [36], [37]. That is,
more than one previously decoded picture can be used as a
reference for MCP. Fig. 8 illustrates the concept. Previously
decoded pictures are stored in a decoded picture buffer
(DPB) as directed by the encoder, and a DPB reference
index is associated with each motion-compensated 16 16,
16 8, 8 16, or 8 8 luma block. MCP for smaller re-
gions than 8 8 uses the same reference index for predicting
all blocks in an 8 8 region.

A P macroblock can also be coded in the so-called P Skip
mode. For this coding mode, neither a quantized prediction
error signal nor an MV with a reference index is sent. The re-
constructed signal is obtained using only a prediction signal
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like that of a P 16 16 macroblock that references the picture
located at index 0 in the list (referred to as list 0) of pictures
in the DPB. The MV used for reconstructing the P Skip mac-
roblock is similar to the MV predictor for the 16 16 block.
The useful effect of this P Skip coding type is that large areas
with no change or constant motion (like slow panning) can
be represented with very few bits.

Inter-Picture Prediction in B Slices: In comparison to prior
video coding standards, the concept of B slices is generalized
in H.264/AVC. This extension refers back to [32]-[34] and is
further studied in [74]. For example, other pictures can use
reference pictures containing B slices for MCP, depending on
whether the encoder has selected to indicate that the B picture
can be used for reference. Thus, the substantial difference be-
tween B and P slices is that B slices are coded in a manner in
which some macroblocks or blocks may use a weighted av-
erage of two distinct MCP values for building the prediction
signal. B slices use two distinct lists of reference pictures in
the DPB, which are referred to as the first (list 0) and second
(list 1) reference picture lists, respectively.

B slices use a similar macroblock partitioning as P slices.
Beside the P 16 16 P 16 8 P 8 16 P 8 8, and the Intra
coding types, bipredictive prediction and another type of
prediction called Direct prediction are provided. For each
16 16, 16 8, 8 16, and 8 8 partition, the prediction
method (list 0, list 1, bipredictive) can be chosen separately.
An 8 8 partition of a B macroblock can also be coded in
Direct mode. If no prediction error signal is transmitted for
a Direct macroblock mode, it is also referred to as B Skip
mode and can be coded very efficiently, similar to the P Skip
mode in P slices. The MV coding is similar to that of P slices
with the appropriate modifications because neighboring
blocks may be coded using different prediction modes.

Weighted Prediction in P and B Slices: In previous stan-
dards, biprediction has typically been performed with a
simple (1/2, 1/2) averaging of the two prediction signals,
and the prediction in the so-called P macroblock types has
not used weighting. However, in H.264/AVC, an encoder
can specify scaling weights and offsets to be used for each
prediction signal in the P and B macroblocks of a slice. The
weighting and offset values can be inferred from temporally
related relationships or can be specified explicitly. It is even
allowed for different weights and offsets to be specified
within the same slice for performing MCP using the same
particular reference picture.

5) Transform, Scaling, and Quantization: Similar to
previous video coding standards, H.264/AVC uses spatial
transform coding of the prediction residual. However, in
H.264/AVC, the transformation is applied to 4 4 blocks
(instead of the larger 8 8 blocks used in previous stan-
dards), and instead of providing a theoretical inverse DCT
formula to be approximated by each implementer within
specified tolerances, a separable integer transform with
similar properties to a 4 4 DCT is used. Its basic matrix is

The transform coding process is similar to that in pre-
vious standards, but since the inverse transform is defined by
very simple exact integer operations, inverse-transform mis-
matches are avoided and decoding complexity is minimized.
There are several reasons for using a smaller transform size
(4 4) than was used in prior standards (8 8).

• One of the main improvements of the present standard
is the improved prediction process both for Inter and
Intra. Consequently, the residual signal has less spatial
correlation. This generally means that the transform has
less to offer concerning decorrelation, so a 4 4 trans-
form is essentially as efficient.

• With similar objective compression capability, the
smaller 4 4 transform has visual benefits resulting
in less noise around edges (referred to as “mosquito
noise” or “ringing” artifacts).

• The smaller transform requires less computation and a
smaller processing word length.

For the luma component in the Intra 16 16 mode and
for the chroma components in all Intra macroblocks, the
DC coefficients of the 4 4 transform blocks undergo a
second transform, with the result that the lowest-frequency
transform basis functions cover the entire macroblock.
This additional transform is 4 4 for the processing of the
luma component in Intra 16 16 mode and is 2 2 for the
processing of each chroma component in all Intra modes.
Extending the length of the lowest-frequency basis functions
by applying such a secondary transform tends to improve
compression performance for very smooth regions.

A quantization parameter (QP) is used for determining the
quantization of transform coefficients in H.264/AVC. It can
take on 52 values. The quantization step size is controlled
logarithmically by QP rather than linearly as in previous stan-
dards, in a manner designed to reduce decoding complexity
and enhance bit rate control capability. Each increase of six in
QP causes a doubling of the quantization step size, so each in-
crease of one in QP increases the step size by approximately
12%. (Often a change of step size by approximately 12% also
means roughly a reduction of bit rate by approximately 12%.)

The quantized transform coefficients of a block generally
are scanned in a zigzag fashion and transmitted using entropy
coding. The 2 2 DC coefficients of the chroma component
are scanned in raster-scan order.

All inverse transform operations in H.264/AVC can
be implemented using only additions, subtractions, and
bit-shifting operations on 16-b integer values, and the
scaling can be done using only 16 b as well. Similarly, only
16-b memory accesses are needed for a good implementa-
tion of the forward transform and quantization processes in
the encoder. For more information, see [75].

6) Entropy Coding: In H.264/AVC, two alternatives for
entropy coding are supported. These are called context-adap-
tive variable-length coding (CAVLC) and context-adaptive
binary arithmetic coding (CABAC). CABAC has higher
complexity than CAVLC, but has better coding efficiency.

In both of these modes, many syntax elements are coded
using a single infinite-extent codeword set referred to as an
Exp-Golomb code. Thus, instead of designing a different
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VLC table for each syntax element, only the mapping to the
single codeword table is customized to the data statistics. The
Exp–Golomb code has a simple and regular structure.

When using CAVLC, the quantized transform coefficients
are coded using VLC tables that are switched depending on
the values of previous syntax elements. Since the VLC tables
are context conditional, the coding efficiency is better than
for schemes using a single VLC table, such as the simple
“run level” or “run level last” coding found in previous
standards. More details can be found in [23] and [69].

The efficiency can be improved further using CABAC
[76]. CABAC not only uses context-conditional probability
estimates, but adjusts its probability estimates to adapt to
nonstationary statistical behavior. Its arithmetic coding also
enables the use of a noninteger number of bits to encode
each symbol of the source alphabet (which can be espe-
cially beneficial when the source symbol probabilities are
highly skewed). The arithmetic coding core engine and
its associated probability estimation use low-complexity
multiplication-free operations involving only shifts and table
lookups. Compared to CAVLC, CABAC typically reduces
the bit rate 10%–15% for the same quality.

7) In-Loop Deblocking Filter: One annoying charac-
teristic of block-based coding is the production of visible
block artifacts, especially at low bit rates. Block edges are
typically predicted by MCP with less accuracy than interior
samples, and block transforms also produce block edge
discontinuities. Blocking is generally considered to be one
of the most visible artifacts with the present compression
methods. For this reason, H.264/AVC defines an adaptive
in-loop deblocking filter. A detailed description of the de-
blocking filter can be found in [77].

The filter reduces blockiness while basically retaining
the sharpness of the true edges in the scene. Consequently,
the subjective quality is significantly improved. The filter
typically reduces bit rate by 5%–10% for the same objective
quality as the nonfiltered video, and improves subjective
quality even more. Fig. 9 illustrates the visual effect.

8) Adaptive Frame/Field Coding Operation: Interlaced
frames often show different statistical properties than pro-
gressive frames. H.264/AVC allows the following interlace-
specific coding methods:

• frame mode: combine the two fields together as a frame
and to code the entire frame as a picture;

• field mode: not combining the two fields and instead
coding each single field as a separate picture;

• macroblock-adaptive frame/field mode (MBAFF):
coding the entire frame as a picture, but enabling the
selection of individual pairs of vertically adjacent
macroblocks within the picture to be split into fields
for prediction and residual coding.

The choice between the three options can be made
adaptively for each frame in a sequence. Choosing just be-
tween the first two options is referred to as picture-adaptive
frame/field (PAFF) coding. When a picture is a single field,
each field is partitioned into macroblocks and is coded in a
manner very similar to a frame, except MCP uses reference
fields rather than reference frames, the zigzag scan for trans-

form coefficients is different, and the strongest deblocking
strength is not used for filtering across horizontal edges of
macroblocks in fields, because the field rows are spatially
twice as far apart as frame rows (effectively lengthening the
filter).

For MBAFF coding, the frame/field encoding decision can
also be made for each vertical pair of macroblocks in a frame
(a 16 32 luma region). For a macroblock pair that is coded
in frame mode, each macroblock contains lines from both
fields. For a field mode macroblock pair, one macroblock
contains top field lines and the other contains bottom field
lines. Each macroblock of a field macroblock pair is pro-
cessed in essentially the same way as a macroblock within
a field in PAFF coding. Note that, unlike in MPEG-2, the
MBAFF frame/field decision is made at a macroblock pair
level rather than within the macroblock level. This keeps the
basic macroblock processing structure the same for each pre-
diction or residual coding operation, and permits field mode
MCP block sizes as large as an entire macroblock.

During the development of the H.264/AVC standard, for
key ITU-R BT.601 [8] resolution sequences chosen as rep-
resentative for testing, PAFF coding was reported to reduce
bit rates roughly 15%–20% over frame-only coding for se-
quences like “Canoa,” “Rugby,” etc.; and MBAFF coding
was reported to reduce bit rates roughly 15% over PAFF for
sequences like “Mobile & Calendar” and “News.”

9) Hypothetical Reference Decoder: A key benefit pro-
vided by a standard is the assurance that all decoders that con-
form to the standard will be able to decode any conforming
compressed video bitstream (given the appropriate profile
and level capabilities as discussed below). To achieve that, it
is not sufficient to just specify the syntax of the data and how
to interpret it. It is also important to constrain how fast the bit-
stream data can be fed to a decoder and how much buffering
of the bitstream and decoded pictures is required to build a
decoder. Specifying input and output buffer models and de-
veloping an implementation-independent idealized model of
a decoder achieves this. That receiver model is also called a
hypothetical reference decoder (HRD) (see [78]).

The H.264/AVC HRD specifies operation of an idealized
decoder with two buffers having specified capacity con-
straints: the coded picture buffer (CPB) and the DPB. The
CPB models the arrival and removal timing of the coded
bits and the DPB models the storage for decoded pictures.
The HRD design is similar in spirit to what MPEG-2 had,
but is more flexible for sending video at a variety of bit rates
and without excessive delay, and it provides flexible DPB
management for highly generalized multipicture buffering.

10) Profiles and Levels: Profiles and levels specify con-
formance points to facilitate interoperability for various ap-
plications. Ordinarily a profile defines a syntax that can be
used in generating a conforming bitstream, whereas a level
places constraints on the values of key parameters (such as
maximum bit rate, buffering capacity, or picture resolution).

All decoders conforming to a specific profile must support
all features in that profile. Encoders are not required to make
use of any particular set of features supported in a profile but
must provide conforming bitstreams, i.e., bitstreams that can
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Fig. 9. Performance of the deblocking filter for highly compressed pictures. Top: without
deblocking filter; bottom: with deblocking filter.

be decoded by conforming decoders. In H.264/AVC, three
profiles are defined. These are the Baseline, Main, and Ex-
tended profiles.

The features of the H.264/AVC design can be segmented
into the following five elemental sets.

• Set 0 (basic features for efficiency, robustness, and flex-
ibility): I and P slices, CAVLC, and other basics.

• Set 1 (enhanced robustness/flexibility features): FMO,
ASO, and redundant slices.

• Set 2 (further enhanced robustness/flexibility features):
SP/SI slices and slice data partitioning.

• Set 3 (enhanced coding efficiency features) B slices,
weighted prediction, field coding, and macroblock
adaptive frame/field coding.

• Set 4 (a further coding efficiency feature): CABAC.

The Baseline profile, which emphasizes coding efficiency
and robustness with low computational complexity, supports
the features of sets 0 and 2. The Main profile, which empha-
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Fig. 10. PSNR-rate curves for the test sequence “Tempete” in
video streaming applications.

sizes primarily coding efficiency alone, supports the features
of sets 0, 3, and 4. The Extended profile, which emphasizes
robustness and flexibility with high coding efficiency, sup-
ports the features of sets 0, 1, 2, and 3 (all features except
CABAC).

Since the Main profile does not support the FMO, ASO,
and redundant slice feature of set 1, some bitstreams that are
decodable by a Baseline profile decoder are not decodable by
a Main profile decoder. Similarly, because of noncommon-
ality for sets 3 and 4, some bitstreams that are decodable by
a Main profile decoder are not decodable by an Extended pro-
file decoder and vice versa. To address this issue, flags in the
sequence parameter set are used to indicate which profiles
can decode each video sequence.

In H.264/AVC, the same set of levels is used with all
profiles, and individual implementations may support a
different level for each supported profile. Fifteen levels are
defined, specifying upper limits for picture size (from 99 to
36 864 macroblocks per picture), decoder-processing rates
(from 1485 to 983 040 macroblocks per second), CPB size,
DPB size, bit rate (from 64 kb/s to 240 Mb/s), etc.

C. Performance Comparisons

To illustrate the performance gains that can be achieved
when using H.264/AVC, we report the results of an experi-
ment targeting video streaming applications (one of several
application experiments reported in [51]). The measure of fi-
delity is luma peak signal-to-noise ratio (PSNR), which is the
most widely used such objective video quality measure

PSNR MSE

where MSE is the mean squared error between the original
and the corresponding decoding sample values.

The four codecs compared use bitstreams conforming to
the following standards:

• H.262 MPEG-2 Visual, Main Profile (MPEG-2);
• H.263, High Latency Profile (HLP);
• MPEG-4 Visual, Advanced Simple Profile (ASP);
• H.264/AVC, Main Profile (MP).

Such applications generally support low to medium bit
rates and picture resolutions, with quarter-CIF (QCIF)
(176 144) resolution at 10–256 kb/s and CIF (352 288)

resolution at 128–1024 kb/s being common. The set of test
sequences for this comparison consists of four QCIF (10
and 15 Hz) and four CIF (15 Hz and 30 Hz) sequences. See
details and further test results in [51].

Fig. 10 shows PSNR versus bit rate curves for the sequence
“Tempete.” For this sequence and for all others in the test set,
H.264/AVC significantly outperforms the other codecs.

VI. CONCLUSIONS AND FURTHER DEVELOPMENTS

H.264/AVC has been developed and standardized collab-
oratively by both the ITU-T VCEG and ISO/IEC MPEG or-
ganizations. H.264/AVC represents a number of advances in
standard video coding technology, in terms of coding effi-
ciency improvement, error/loss robustness enhancement, and
flexibility for effective use over a broad variety of network
types and application domains. Its VCL design is based on
conventional block-based motion-compensated hybrid video
coding concepts, but with some important differences rela-
tive to prior standards, which include:

• enhanced motion prediction capability;
• use of a small block-size exact-match transform;
• adaptive in-loop deblocking filter;
• enhanced entropy coding methods.

When used well together, the features of the new design
provide approximately a 50% bit rate savings for equiva-
lent perceptual quality relative to the performance of prior
standards (especially for higher latency applications which
allow some use of reverse temporal prediction). The per-
formance of the H.264/AVC compliant encoder in exper-
iments reported here and elsewhere (e.g., in [51]) clearly
demonstrates the potential importance of this standard in fu-
ture applications of video broadcast and streaming as well as
interactive video coding.2

Since the completion of the first version of the H.264/AVC
standard, the JVT experts group has done further work to
extend the capabilities of H.264/AVC with important new
enhancements known as the Fidelity Range Extensions
(FRExt), including four new profiles (the High, High 10,
High 4:2:2, and High 4:4:4 profiles). The FRExt enhance-
ments could not be included in the scope of this paper due
to the scheduling of the publication process and the need for
brevity.
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